Expert systems are software programs designed to make decisions. While expert systems once needed to be laboriously hand-coded to include every possible permutation of the conditions to which they may be applied, advances in machine learning have allowed the rapid development and deployment of algorithms to make decisions in a myriad of contexts. Algorithms developed by machine learning are now used in consumer smartphone cameras, social media timelines, credit score calculators, and driver assistance systems such as automatic braking (to name only a few). Tools to create, train, and implement machine-learning-derived algorithms are now available at no cost and are capable of running on common computer hardware.

Machine learning systems generally require a training dataset where a set of conditions with a known output is presented to a learning system. In a simple example, an algorithm to classify images might be presented with 100,000 photographs and told which 25,000 photographs contain cats. The learning system then considers all the information encoded in the photographs and determines the best predictors for whether a cat was or was not in a specific photograph. The system could then be used to determine whether a cat is present in a new photograph presented to it.


3 In practice, commercial systems are far more powerful than this simple hypothetical suggests. For example, Google Photos is able to distinguish which of one author’s two cats is present in a picture.
However, improperly trained algorithms have caused numerous failures in recent years. Some have been high profile, such as when a Stanford Medicine algorithm assigned only 7 of its first 5,000 doses of a COVID-19 vaccine to frontline medical workers while reserving other doses for senior staff who do not interact with sick patients. Other failures have only been visible to specific communities, like when one-third of California Bar Exam applicants were mistakenly flagged by an algorithm for cheating on the exam. Racial bias has even been demonstrated in algorithms that select recipients for organ transplants and recommend bail decisions for incarcerated individuals, thereby exacerbating, rather than reducing, inequitable outcomes in the medical selection process and criminal justice system.

I. Assigning Liability to the Manufacturer

Judith Jarvis Thomson’s infamous ethical dilemma, *Bystander at the Switch*, has taken on new life in the age of artificial intelligence. Thomson’s dilemma involves a trolley car hurling toward a group of five workmen on the tracks and requires the subject to decide between (i) pulling a level and diverting the trolley car to a different set of tracks, upon which only one person is sitting; or (ii) doing nothing and allowing those five people to be killed by the oncoming trolley, thus saving the life of the lone individual on the second set of tracks. If written today, Thomson’s thought experiment might consider the decisions made by a self-driving vehicle’s algorithm when presented with the scenario of a pedestrian suddenly darting out in front of the oncoming vehicle. How should the algorithm react? Should it prioritize protecting the vehicle’s occupant(s) or the pedestrian? Though these questions remain largely unanswered, we are nearing the day they may be raised in a courtroom.
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Consider this scenario: Company A designs an algorithm that operates a fully self-driving vehicle manufactured by Company B. O owns one of these cars and, while operating the car normally and without human driver oversight, the car finds that it must decide between striking one of two pedestrians. It solves the problem by striking and injuring P, a pedestrian standing on the sidewalk. Who is liable for P’s injuries and on what legal grounds?

David Vladeck suggests the pedestrian could assert claims under two theories of product liability, which is largely governed by strict liability doctrine under state law. Though each state has its own nuances, many choose to follow either the Restatement (Second) of Torts or the Restatement (Third) of Torts. Under the Restatement (Second), the pedestrian may be able to assert liability against the vehicle manufacturer based on the consumer expectations test, which requires a jury to ask whether the product is unreasonably more dangerous than a typical user might expect. Under the Restatement (Third), the pedestrian may be able to claim a design defect and will then need to show that the risks of the harm stemming from the product could have been reduced by designing the product in some reasonably different way.

However, software is generally not considered a “product” for the purposes of strict liability. Outside of strict liability, the only remaining cause of action for P would be to claim gross negligence or ordinary negligence. Assuming industry standards and customary practices have been followed, it is unlikely that the companies involved in the vehicle’s creation would have committed gross negligence, which requires that a defendant act with “a major departure from the standard of care.”

Could the manufacturer of the car or the developer of the software controlling the car have committed ordinary negligence? Ordinary negligence requires the breach of a duty owed to the plaintiff by a defendant, upon which the breach of that duty caused
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damages. In our hypothetical, the damages themselves are clear. Less clear, however, is the specific duty that may have been breached and whether that breach could be found to have been the cause of the accident.

Science-fiction author Isaac Asimov posited three laws of robotics, the first of which is that “a robot may not injure a human being or, through inaction, allow a human being to come to harm.” This is a reasonable statement of how society would expect highly-autonomous products to interact with society. However, the artificially-intelligent software in our hypothetical is not an entity subject to judgement. Rather, it is a chattel owned by O. In this sense, it is like a domesticated animal, for which there is generally a duty to control that animal in a manner that prevents injury to others. Given that O had not controlled his vehicle in that way, P may have a valid claim against him.

Modern machine learning algorithms are similar to animals in that they program themselves based on data provided by their developers or collected from their surroundings. Unlike an animal, however, the decision-making process is made by humans and is not the product of genetics or God. Therefore, P may instead choose to bring a claim against either the manufacturer of the physical vehicle or the developer of the intelligent software—or both. However, software developers routinely disclaim any warranty of fitness for purpose when selling licenses to use their software and these disclaimers are routinely upheld. Even when an express warranty exists, software developers may limit their liability to fixing errors in the program rather than reimbursing damages. Thus, it is likely that liability in such an instance would fall to the owner of the product, not the manufacturer or developer of the relevant software.

II. ASSIGNING LIABILITY TO THE END USER

The hypothetical above nearly came to life when, on March 18, 2018 in Tempe, Arizona, a pedestrian was struck and killed by an Uber Technologies’ automated test vehicle equipped with a self-

---

16 See generally ISAAC ASIMOV, I, ROBOT (1950).
17 White v. Leeder, 149 Wis.2d 948, 958 (Wis. 1989).
driving system. According to the National Transportation Safety Board, the system failed to recognize the pedestrian and determined that an emergency braking maneuver was necessary only 1.3 seconds before impact. However, Uber explained that, when the vehicle is in self-driving mode, the system does not alert the vehicle’s driver that they need to brake and instead relies on the driver to recognize the danger and react accordingly. This is done to avoid the issue of the car braking erratically.

Though this provides a workaround to the Trolley Problem altogether and allows technology companies to escape criminal liability by placing responsibility in the hands of human drivers, it requires that the driver remain fully attentive throughout the entirety of the trip to avoid such emergencies. The inattentive Uber Technologies driver, in this instance, was watching a video on her cell phone and applied the vehicle’s brakes less than one second before impact. As a result, the driver was indicted by a grand jury on September 15, 2020 for negligent homicide. It was recommended, though, that Uber not face criminal charges and the company eventually reached a private settlement with the pedestrian’s family to avoid litigation.

In 2018, SAE International—a professional association of engineers that develops a variety of industry standards—released its standard definitions of terms related to levels of automation of self-driving vehicles and these definitions have since been adopted by the United States Department of Transportation. The six levels of automation, numbered zero through five, are as follows:
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Level 0: No Automation — The full-time performance by the human driver of all aspects of the dynamic driving task, even when enhanced by warning or intervention systems.

Level 1: Driver Assistance — The driving move-specific execution by a driver assistance system of either steering or acceleration/deceleration using information about the driving environment and with the expectation that the human driver performs all remaining aspects of the dynamic driving task.

Level 2: Partial Automation — The driving mode-specific execution by one or more driver assistance systems of both steering or acceleration/deceleration using information about the driving environment and with the expectation that the human driver performs all remaining aspects of the dynamic driving task.

Level 3: Conditional Automation — The driving mode-specific performance by an automated driving system of all aspects of the dynamic driving task with the expectation that the human driver will respond appropriately to a request to intervene.

Level 4: High Automation — The driving mode-specific performance by an automated driving system of all aspects of the dynamic driving task, even if a human driver does not respond appropriately to a request to intervene.

Level 5: Full Automation — The full-time performance by an automated driving system of all aspects of the dynamic driving task under all roadway and environmental conditions that can be managed by a human driver.29

The vehicle involved in the Uber crash is likely categorized as a Level 3 product because the automated driving system controlled all aspects of the vehicle and the human was still expected to intervene in an emergency situation.30 Given the lack of legal precedent regarding autonomous vehicle accidents from which to draw guidance, as well as the absence of Level 5 automation technology available to consumers today, it is suggested here that the potential civil and criminal liability faced by the user of an artificially intelligent product should largely turn on the degree of
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automation of that product and, relatedly, whether the driver or the algorithm was (or should have been) in direct control of the product at the time the harm occurred.\textsuperscript{31}

This is assumed to have been the general rationale used in the decision to press negligent homicide charges against the driver of the Uber vehicle and the recommendation that Uber Technologies not face criminal penalties. As the Tempe Police Department explained in their report on the fatal collision that the “crash would not have occurred if [the driver] would have been monitoring the vehicle and the roadway conditions and was not distracted.”\textsuperscript{32} By requiring the driver to remain attentive and command control of the vehicle in the event of an emergency, Uber Technologies essentially transferred culpability for such offenses to the human driver. In other words, Uber Technologies was not criminally liable because its algorithm lacked the requisite culpability of Arizona’s negligent homicide statute, whereas the driver acted with criminal negligence by allegedly “fail[ing] to perceive a substantial and unjustifiable risk” of causing harm to a pedestrian by watching a video on her cell phone in lieu of monitoring the roadway.\textsuperscript{33} Had the driver not been watching a video, it is probable that no criminal charges would have been brought due to the absence of culpability.

Most cars on the road today fall within the parameters of Levels 0, 1, or 2. For example, the 2020 Mazda CX-30 offers a driver assistance system with Lane-Keep Assist that corrects steering when the vehicle senses it is nearing the edge of the driving lane, likely placing the vehicle in Level 2 of the SAE International rankings.\textsuperscript{34} Other vehicles, like the Uber test vehicle, may fall into Level 3 because they are largely autonomous but still require human drivers to intervene.\textsuperscript{35} Because the driver of a Level 3 autonomous vehicle has the final say in how the car performs, when accidents occur, liability would be determined under the doctrine of ordinary negligence.
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As mentioned above, a claim of ordinary negligence requires that the plaintiff establish four elements: “(1) a legally cognizable duty owed by defendant to plaintiff; (2) breach of that duty; (3) that the conduct proximately caused the injury; and (4) actual loss or damage” suffered by the defendant.\(^{36}\) A driver owes a duty of reasonable care when operating their vehicle and breaches that duty by acting unreasonably behind the wheel.\(^{37}\) Car accidents are a common result of a driver’s breach of that duty.\(^{38}\) But how can plaintiffs who have been injured in an accident with a highly-autonomous vehicle (Levels 4 and 5) establish breach when the defendant human driver had no say in the vehicle’s decision to drive in such a way that caused the accident? Under these circumstances, negligence is rendered largely inapplicable due to the impossibility of establishing the element of breach on the part of the human driver.

Highly-autonomous vehicles are like pet carrier pigeons: you tie your message to it and the pigeon does the rest. But here, the “pigeon” is two tons of steel and lithium, travelling at 70 miles-per-hour down the highway only a few feet from another vehicle, and the “message” is you behind the wheel and your toddler in the back seat. Although pigeons may be docile, highly-autonomous vehicles carry the risk of catastrophic injuries with even the slightest algorithmic miscalculation.

Strict liability doctrine is a legal tool used to hold defendants accountable for injuries suffered in the absence of fault.\(^{39}\) Courts tend to wield this doctrine sparingly but frequently apply it to cases involving harm committed by domesticated animals with vicious tendencies.\(^{40}\) The general rule is that if the owner of an animal knows or should know of that animal’s potential to be violent, they are automatically liable for any harm resulting from that violence.\(^{41}\) Liability is found not on the control of the animal, but on the owner’s expectation of harm from the animal.\(^{42}\) Given that, on average, 3,700 people are killed in car accidents around the world every day, it is not unreasonable to assume that such vehicle owners should have
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\(^{38}\) To illustrate: If the pedestrian’s family in the Uber incident was to sue the driver of the vehicle for negligence, they would most certainly establish the element of breach by pointing to the fact that the driver was watching a video on her cell phone instead of the road and was thus acting unreasonably.
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knowledge of the potentially dangerous tendencies of their “pet cars.”

Therefore, if our legal system continues to hold human drivers responsible for the actions of their now-highly-autonomous vehicles and seeks a remedy under existing jurisprudence, it should treat liability for injuries resulting from these vehicles like the way it treats injuries incurred by potentially vicious domesticated animals: under strict liability doctrine. Insurance companies must then create autonomous vehicle insurance products for consumers that are analogous to pet liability insurance. These insurance products need not be restricted to only vehicles, however, but could theoretically apply to many other highly-autonomous products that our world’s consumers will certainly encounter soon.

III. CONCLUSION

Although highly-autonomous vehicles have the potential to be vastly safer than vehicles driven by humans, correctly assigning liability in the instance of harm is a necessary function of an orderly and just society. Ultimately, vehicle manufacturing and software development firms, rather than individual consumers, are likely in a better position to bear the burden of liability due to the complex nature of their products and their access to business liability insurance coverage. Taking this route would require our legal system to label software as a product susceptible to the laws of product defects. Though this may increase the overall financial costs of highly-autonomous products and could slightly slow their adoption, using business liability insurance in strict liability product claims as the final absorbers of liability is the model our legal system and society has followed throughout every stage of modern technological advancement and it is not necessary to reconsider this model just yet. Technology firms should continue to work closely with insurance companies as artificial intelligence progresses to ensure the responsible adoption of a technology that will soon be as ubiquitous to humankind as electricity and internet.